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Abstract—In the age of digital recruitment, the 

proliferation of fraudulent job postings poses significant 

challenges for job seekers and legitimate employers alike. 

These deceptive listings not only waste time and resources but 

also endanger personal data and propagate scams. Addressing 

this issue, we present a comprehensive machine learning 

methodology to accurately discern between genuine and 

counterfeit job opportunities. Leveraging a rich dataset 

procured from Kaggle, this paper details the deployment of a 

logistic regression classifier, judiciously trained on a fusion of 

textual and meta-features extracted from job advertisements. 

The classifier underwent rigorous evaluation, manifesting an 

impressive accuracy of 96.78% in segregating authentic posts 

from fraudulent ones. The implementation of Term 

Frequency-Inverse Document Frequency (TF-IDF) 

vectorization on textual data, alongside meta-features such as 

job description length, enabled the model to learn and predict 

with high precision. The implications of this research are 

substantial, offering a scalable and efficient tool for job 

platforms to safeguard their users and ensure the integrity of 

their listings. 

Keywords—Digital Recruitment, Fraudulent Job Postings, 

Machine Learning, Logistic Regression Classifier, TF-IDF 
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I. INTRODUCTION

The digital era has revolutionized the job market by 
facilitating the proliferation of online job portals, which 
serve as vital platforms for connecting employers with 
potential employees [1]–[3]. Despite the convenience and 
efficiency these platforms offer, they have also become a 
breeding ground for fraudulent job postings [4], [5]. These 
fake listings not only mislead job seekers [6], [7] but also 
pose potential risks to personal data security [8], [9]. 

Several studies have explored various methodologies for 
detecting deceptive online content, ranging from email 
phishing [10]–[12] to fake product reviews [13]. However, 
the specific domain of fraudulent job postings remains 
under-explored, presenting unique challenges due to the 
subtlety and complexity of the deception used. 

In response to this, we employ machine learning 
techniques, which have shown promising results in text 
classification tasks [14], to differentiate between real and 
fake job advertisements. Our approach utilizes a logistic 
regression classifier, a model chosen for its balance of 
performance and interpretability [15] , and is trained on a 
combination of text data features and meta-features. 

The contribution of this research lies in its focused 
application of logistic regression to the problem of 
fraudulent job postings, an area that has seen limited 
application of this method. Furthermore, by combining text 
analysis with meta-data, we provide a nuanced approach 
that captures a broader spectrum of indicators of fraud. 

This paper is structured as follows: Section 2 reviews 
related work in the field. Section 3 details the methodology, 
including data preprocessing, feature engineering, and 
model training. Section 4 presents the results and a thorough 
evaluation of the model's performance. Section 5 discusses 
the implications, limitations, and avenues for future 
research. Finally, Section 6 concludes the paper with a 
summary of our findings and their significance for digital 
recruitment platforms. 

II. METHODOLOGY

A. Dataset Description

The dataset utilized for this investigation was sourced 
from the Kaggle platform, a repository known for its 
comprehensive compilation of datasets for machine learning 
research [16]. It comprises a variety of job postings, each 
rich in attributes such as job descriptions, requirements, 
benefits, and crucially, a label indicating the posting's 
legitimacy. Such datasets have been pivotal in the 
development of automated systems for content validation. 

B. Data Preprocessing

     Consistent with standard practices in natural language 
processing (NLP), we concatenated the description, 
requirements, and benefits text from each job posting to 
form a singular, robust text feature [17], [18] . This decision 
aligns with the recommendations by [19] for text 
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aggregation to enhance model performance. In the presence 
of incomplete records, we imputed empty strings, a method 
supported by findings from [20] on maintaining consistency 
within machine learning feature sets. 

C. Feature Engineering

     Following the feature preparation, the Term Frequency-
Inverse Document Frequency (TF-IDF) vectorization was 
employed, as advocated by [11], [21], [22], transforming the 
corpus of textual content into a numerical array indicative of 
term significance in the document and corpus at large. This 
approach has been validated in its effectiveness for text 
classification tasks [23], [24]. We also computed meta-
features, including the length of job descriptions, to enrich 
our feature set, as meta-features have been shown to 
enhance classification models. 

D. Model Training and Evaluation

     In accordance with prevalent practices, a logistic 
regression classifier, known for its efficacy in binary 
classification problems [25], [26], was trained on the 
dataset. Model performance was gauged through established 
classification metrics, such as accuracy, precision, recall, 
and the F1-score, which together offer a holistic view of the 
model’s predictive capabilities. The Receiver Operating 
Characteristic (ROC) curve, a tool for assessing the true-
positive to false-positive ratio, was also plotted, in line with 
the recommendations by ROC for evaluating classifier 
threshold settings. 

III. FINDINGS AND DISCUSSION

In evaluating the performance of our logistic regression 
model, we obtained a high accuracy of 96.78% on the test 
dataset, which indicates a strong overall ability to classify 
job postings correctly. This high accuracy, however, must be 
contextualized with the understanding that our dataset is 
imbalanced, with a greater number of real job postings 
compared to fraudulent ones. 

The precision metric reached the upper bound at 1.00, 
suggesting that every job posting predicted as fraudulent by 
our model was indeed a fraudulent posting. This level of 
precision implies that the model is highly reliable when it 
flags a job posting as potentially fraudulent. 

Conversely, the recall was notably lower at 0.36, which 
indicates that the model failed to identify a significant 
number of fraudulent postings. This lower recall points to the 
model's conservative nature in classifying postings as 
fraudulent, potentially allowing some fraudulent postings to 
be classified as real. 

The F1-score, which balances the precision and recall, 
was calculated to be 0.53. The modest F1-score underscores 
the disparity between the precision and recall and highlights 
an area for improvement. The aim would be to enhance the 
model's sensitivity to fraudulent postings without 
compromising its precision. 

Upon analyzing the Receiver Operating Characteristic 
(ROC) curve (see Fig. 1), we observed that the model 
exhibits an excellent area under the curve (AUC) of 0.95. 
The ROC curve, which plots the true positive rate against the 
false positive rate, demonstrates the model’s ability to 

discriminate between the classes at various threshold 
settings. 

The confusion matrix further solidifies our findings (See 
Fig. 2), where we see that out of the 181 actual fraudulent 
postings, the model correctly identified 66 as fraudulent (true 
positives) and misclassified 115 as real (false negatives). 
Importantly, there were no real postings misclassified as 
fraudulent (false positives), which aligns with the precision 
score. 

Fig. 1.  ROC Curve 

Fig. 2. Confusion Matrix 

IV. COCLUSION

This investigation underscores the significant potential of 
machine learning techniques in the realm of digital 
recruitment, particularly for the detection of fraudulent job 
postings. By implementing a logistic regression classifier 
trained on a substantial Kaggle dataset, the study achieved a 
model with high precision, indicating a strong capability to 
correctly identify fraudulent postings when they are detected. 
The practical implications of such a model are considerable; 
it offers a tool for job platforms to significantly diminish the 
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presence of fraudulent listings, thereby protecting job seekers 
and upholding the platforms’ reputations. 

However, the study is not without its limitations. Most 
notably, the model's recall was relatively low, which means 
that while the predictions made by the model are highly 
reliable, it does not catch all fraudulent postings. This 
limitation suggests that many fraudulent postings may still 
evade detection, which could undermine the trustworthiness 
and safety of online job markets. 

In terms of future work, several avenues appear 
promising. Enhancing the model's recall without 
substantially lowering precision could be achieved through 
the application of more sophisticated machine learning 
algorithms, such as ensemble methods or deep learning. 
These approaches could provide a more nuanced analysis of 
the textual data and potentially uncover patterns that a 
logistic regression model might miss. 

Additionally, the feature set could be expanded to include 
more meta-features or even utilize alternative text 
representation techniques beyond TF-IDF, such as word 
embeddings or transformer-based models like BERT, which 
have demonstrated impressive results in NLP tasks. 

Another area for future research could involve the 
balancing of the dataset. Given the imbalance observed with 
a greater number of real postings compared to fraudulent 
ones, techniques such as synthetic data generation or 
resampling methods could be employed to provide a more 
balanced training ground for the model. 

In conclusion, while the current model exhibits high 
precision, it is the balanced interplay between precision and 
recall that will truly enhance the model's utility. Continued 
research and model refinement are essential for developing a 
robust solution that can reliably filter out fraudulent job 
postings, thereby fostering a safer job-seeking environment 
on the internet. 
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