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Abstract—The clustering of medical transcriptions is an 

essential task for the categorization and summarization of 

large volumes of medical records. This paper explores the 

efficacy of k-means clustering, a well-known unsupervised 

machine learning algorithm, to discern patterns and segregate 

medical transcriptions into distinct clusters. We processed a 

dataset comprising various medical reports, systematically 

cleaning and preparing the text for analysis. By employing a 

Term Frequency-Inverse Document Frequency (TF-IDF) 

approach, we converted the textual data into a vectorized 

format amenable to machine learning methods. Subsequent 

dimensionality reduction through Principal Component 

Analysis (PCA) facilitated the visualization and interpretation 

of the high-dimensional data in two-dimensional space. The k-

means algorithm was then applied, revealing five distinct 

clusters. Each cluster was characterized by examining the 

prevalence of key terms, uncovering thematic consistencies 

that may correspond to particular medical procedures or 

specialties. The resulting clusters demonstrate the algorithm’s 

potential to automatically categorize medical documentation in 

a way that mirrors clinical relevance, thereby providing a 

foundation for improved information management systems in 

healthcare settings.  
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I. INTRODUCTION

The proliferation of digital records in healthcare has 
introduced both challenges and opportunities in medical 
data analysis. Among these records, medical transcriptions 
play a crucial role as they capture detailed narratives of 
patient encounters, treatments, and outcomes. Efficient 
categorization and retrieval of these transcriptions are 
paramount for enhancing patient care and supporting 
healthcare professionals in their decision-making processes. 

Despite their importance, medical transcriptions are 
often underutilized due to their unstructured format, which 
poses significant hurdles for text analysis and data retrieval 
[1]. Machine learning offers sophisticated methods for 
analyzing and deriving meaningful patterns from such data. 
Among these methods, unsupervised machine learning 
algorithms, especially clustering techniques, have shown 
promise in discerning inherent groupings in text data 
without predefined labels [2]. 

K-means clustering is one of the most widely employed
unsupervised learning algorithms due to its simplicity and 
effectiveness in various domains [3]. It operates by 
partitioning n observations into k clusters in which each 
observation belongs to the cluster with the nearest mean, 
serving as a prototype of the cluster. In the domain of text 
mining, k-means has been successfully applied to group 
documents by themes or subjects, facilitating information 
retrieval and organization [4]–[6]. 

In this paper, we aim to leverage k-means clustering to 
categorize medical transcriptions. By converting the textual 
content into a numerical format through Term Frequency-
Inverse Document Frequency (TF-IDF) vectorization, we 
prepare the data for the application of k-means. This process 
allows us to identify natural clusters in the dataset, which 
we hypothesize to correspond with various medical 
specialties or types of patient encounters, mirroring the 
taxonomy used by healthcare professionals. 

This research contributes to the field of medical data 
analysis by: 

• Demonstrating the application of k-means
clustering to medical transcriptions, an area that 
poses significant challenges due to the specialized 
and diverse nature of the content. 

• Introducing a comprehensive methodology for
preprocessing and vectorizing medical text data to 
identify distinct themes and patterns. 

• Presenting a novel perspective on the
categorization of medical documents that aligns 
with clinical workflows and specialty areas, which 
may facilitate enhanced retrieval and analysis 
systems. 

The remainder of this paper is structured as follows: 
Section 2 outlines the related work and theoretical 
background supporting the use of k-means in text clustering. 
Section 3 describes the dataset and details the methods 
employed for data preprocessing, vectorization, and 
clustering. Section 4 presents the results of the clustering 
process, including an analysis of the terms most 
characteristic of each cluster. Section 5 discusses the 

2024 International Conference on Intelligent Computing, Communication, Networking and Services (ICCNS)

979-8-3503-5469-0/24/$31.00 ©2024 IEEE



implications of our findings, the potential applications in 
healthcare settings, and the limitations of our study. Finally, 
Section 6 concludes the paper with a summary of the 
research and suggestions for future work in the area. 

II. METHODOLOGY 

A. Dataset Description 

The dataset employed in this study comprises medical 
transcriptions publicly available from the Kaggle dataset 
repository [7]. These transcriptions encapsulate a wide range 
of medical reports documented by healthcare professionals, 
encompassing various medical terminologies and specialties. 
The dataset is representative of the typical documentation 
found in electronic health record systems, which include 
patient histories, diagnostic findings, and treatment courses. 

B. Data Preprocessing 

     Transcription data inherently contains noise and 
irrelevant information that can skew analysis results. 
Therefore, a rigorous preprocessing routine was 
implemented to sanitize the data [8], [9]. This process 
involved converting all text to lowercase to ensure 
uniformity and removing non-alphanumeric characters that 
are typically irrelevant for text analysis [10]. Additionally, 
stopwords—words in the English language that carry 
minimal individual meaning, such as "the," "is," and 
"and"—were excluded from the dataset to better concentrate 
on medically pertinent terms [11], [12]. 

C. Vectorization 

     To analyze the textual data quantitatively, we converted 
the preprocessed transcriptions into a TF-IDF matrix. This 
method weighs the terms within the document against their 
frequency across the entire corpus, diminishing the impact 
of commonly occurring words while emphasizing unique 
terms [13]. The TF-IDF vectorization is a widely recognized 
approach in natural language processing for preparing text 
for machine learning applications [14], [15]. 

D. Dimensionality Reduction 

     Given the high-dimensional nature of TF-IDF vectors, 
Principal Component Analysis (PCA) was utilized to reduce 
the dimensionality of the dataset [16]. PCA was performed 
to distill the vectors into two principal components, which 
capture the most significant variance within the data while 
enabling visualization in a two-dimensional space. This 
technique simplifies the complexity of the dataset while 
retaining its structural integrity [17], [18]. 

E. Clustering 

     K-means clustering was selected for its efficacy in 
partitioning data into k distinct clusters by minimizing the 
within-cluster variance [19], [20]. The optimal number of 
clusters, k, was determined to be 5, a decision based on the 
dataset's inherent characteristics and preliminary analysis 
[21], [22]. Each transcription was then assigned to the 
nearest cluster centroid, based on the Euclidean distance in 
the reduced feature space. 

III. FINDINGS AND DISCUSSION 

The application of k-means clustering to the PCA-
reduced TF-IDF matrix of medical transcriptions 
successfully partitioned the dataset into five distinct clusters. 

These clusters were meticulously analyzed to identify the 
most frequent terms, which were then used to ascertain the 
predominant themes and possible medical specializations 
they may represent. 

A. Cluster Analysis and Keywords 

• Cluster 0 was characterized by terms indicative of 
surgical or invasive procedures. Frequent references 
to 'patient placement', 'incisions', and 'anesthesia 
use' suggest a focus on operative reports and 
perioperative care. The specificity of terms like 
'incision' points to a cluster that is likely associated 
with surgical transcripts, a critical area in medical 
documentation. 

• Cluster 1 appeared to encapsulate general clinical 
encounters. Terms such as 'patient procedures', 
'pain', and 'discharge' are common in a variety of 
clinical settings, ranging from emergency medicine 
to inpatient care. The presence of terms related to 
'pain' and 'discharge' might denote documentation 
concerning patient assessments and treatment plans. 

• Cluster 2 predominantly contains terminology 
associated with radiology or diagnostic imaging. 
The prominence of 'MRI' and 'CT scans' indicates 
that the transcripts in this cluster pertain to 
diagnostic imaging reports, a vital component in 
contemporary diagnostics. 

• Cluster 3 is distinct in its focus on patient history 
and ongoing care, as reflected by the prevalence of 
terms such as 'history', 'pain management', and 
'medication dosages'. This cluster may be indicative 
of internal medicine or family practice specialties, 
where comprehensive patient histories and long-
term treatment strategies are emphasized. 

• Cluster 4 is enriched with terms such as 'artery', 
'coronary', 'aortic valve', and 'stenosis', which are 
strongly related to cardiovascular procedures. The 
technical nature of the terms, including 'catheter' 
and 'french', suggests that these transcriptions are 
from cardiology departments and related 
interventional procedures. 
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B. Visualization Interpretation 

Figure 1 presents the two-dimensional PCA visualization 
of the medical transcription data, post-clustering. Each 
cluster is color-coded, allowing for the visual inspection of 
the grouping efficacy. The dispersion of data points indicates 
the natural tendencies of transcriptions to aggregate based on 
their textual content, while also highlighting the potential 
overlaps between different medical domains. 

Figure 2 delineates the distribution of transcriptions 
across the five clusters. The size disparity among clusters 
provides insights into the dataset's composition and the 
relative frequency of various types of medical reports. Larger 
clusters may indicate more common types of transcriptions 
or broader categories, whereas smaller clusters might 
correspond to more specialized or less frequent types of 
medical documentation. 

The delineated clusters reveal a notable division of 
medical transcription data which corresponds well with 
known medical specializations and report types. These 
findings underscore the capacity of unsupervised learning 
techniques like k-means clustering to structure and 
categorize unlabelled textual data in a meaningful manner. 

 

 

Fig. 1. 2D PCA visualization of the clustered medical transcriptions 

 

 

Fig. 2.  Distribution of the number of transcriptions across the five 
clusters. 

I. DISCUSSION 

The results of this study affirm the potential of k-means 
clustering to methodically organize medical transcriptions 
into significant categories. The clusters formed through the 
analysis reflect a strong alignment with distinct medical 
domains, such as cardiology, radiology, and general patient 
care, demonstrating the algorithm's capability to recognize 
and differentiate between the subtle variances in medical 
language utilized in diverse specialties [23]. 

Particularly noteworthy is the distinct lexical grouping 
within each cluster, which suggests that k-means clustering is 
proficient in identifying thematic consistencies in medical 
documents. For instance, Cluster 4's focus on terms related to 
cardiovascular procedures strongly corresponds with 
cardiological specializations, thereby implying that the 
algorithm may have practical applications in assisting 
healthcare institutions in sorting and routing medical 
documentation [24]. 

However, the study is not without limitations. The k-
means algorithm assumes spherical clusters and does not 
perform well with clusters of different shapes and densities 
[25]. Furthermore, the choice of k, while informed by 
preliminary analysis, remains somewhat arbitrary and could 
be optimized through more sophisticated methods like 
silhouette analysis [26]. 

Future research should explore the integration of k-means 
clustering with other natural language processing techniques, 
such as named entity recognition or topic modeling, to refine 
the categorization process [27]. Additionally, validating the 
clusters against external benchmarks or medical 
classification systems would help establish the clinical 
relevancy of the observed groupings [28]. 

II. COCLUSION 

This investigation into the use of k-means clustering on 
medical transcription data has demonstrated the technique's 
robustness in generating meaningful categorizations of 
textual data. The discerned clusters mirror known medical 
specializations, underscoring the utility of this unsupervised 
learning approach in enhancing the organization of medical 
records. The implications of this research extend beyond 
mere data categorization. By facilitating more efficient 
record management, k-means clustering could conceivably 
contribute to improved clinical decision-making and patient 
care, as healthcare providers could access categorized patient 
information with greater ease and accuracy [29]. 
Additionally, the clustering of medical documents can aid in 
the development of specialized automated tools for medical 
record summarization and retrieval, thus streamlining clinical 
workflows [30]. In summary, the application of k-means 
clustering presents a promising avenue for the future of 
medical data analysis. It is anticipated that with further 
validation and integration with other computational 
techniques, this method could significantly enhance the 
efficiency and effectiveness of healthcare services. 
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